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Distributed System Models

» “asynchronous”
* “synchronous”

. 3fini‘te set of n processes...
Communlcatlng by ‘
messages ‘

. process failure modes
2 message fallure modes

DISC, Amsterdam, 4-7.10.2004



Timing Models

Communication time Reaction time

(TB'TA), (TD'Tc) (Tc'TB)
d bound A in the time d bound oy, in the time
reference of P? reference of P?

Both bounds must be defined so that
P can detect that something has failed

One bound must be guaranteed so that
P can decide what has failed




Timing Models

T
Guaranteed communication bounds

Time-free

w communication bound guaranteed
(the network never fails)

w P can declare that Q has failed if
Tp-Ta > 2Apt Op

w cither communication or reaction time
bound is not defined

w P cannot decide if Q has stopped, or if Q,
m1 or m2 are very slow

Cannot (deterministically) solve consensus Confidence?

and other agreement problems
DISC, Amsterdam, 4-7.10.2004



Timing Models

T
Guaranteed communication bounds

w network never fails, since it doesn’t exist!

w P can declare that Q has failed if
Irrefutable justification of guaranteed Tp-Ta > 2Apt Op
communication bounds:

w cach process has a private network

(a single fault confinement region)

Total confidence
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Timing Models

Bounds

No

(NB model)

Unknown
(UB model)

Known

(KB model)

[Le Lann et al. 1994]

Guarantees
No Soft Firm

unreliable fair lossy reliable
asynchronous || asynchronous || asynchronous

o o partially
' ' synchronous

unreliable eventually reliable
synchronous synchronous synchronous
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Failure Models

= [Ime domain s Value domain

= hone none
stopping [—: non-code (signaled)

= Oomission = arbitrary (non-signaled)
= timing (KB model only) > data

= early > meta-data

= late = data sender

= arbitrary (or undefined) = data originator

m data creation time
n ...
rocess J
P <

crash
model
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Failure Models

= [Ime domain = Value domain

= none = nhone
= stopping = hon-code (signaled)
= omission arbitrary (non-signaled)
= timing (KB model only) > data

= early > meta-data

= late = data sender

arbitrary (or undefined) = data originator

m data creation time

u ...
arbitrary
failure
model

DISC, Amsterdam, 4-7.10.2004



Failure Models

= [Ime domain = Value domain
= nhone = nhone
= stopping non-code (signaled)
= omission / arbitrary (non-signaled)
= timing (KB model only)
= early > meta-data
= late = data sender

= data origin@

m data creation time

arbitrary (or undefined)

authenticated
arbitrary

failure <

model
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Example Systems

s GUARDS (1996-1999) s MAFTIA (2000-2002)
= embedded system for = Internet security

space, railways, = intrusions, permanent
nuclear propulsion physical faults

o perm.anent&transi_ent = PADRE (1994-1997)
physical faults, design

faults = railway automation

= permanent & transient

= Delta-4 (1986-1991) physical faults

« factory automation,
business systems

= permanent & transient
physical faults,

Intrusions DISC, Amsterdam, 4-7.10.2004



GUARDS

n<4

A\

integrity
levels

= embedded system for space, railways,

nuclear propulsion

= permanent & transient physical faults,

design faults
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[Powell et al. 1999]

Process failure model

n=4 Arbitrary ©

n=3 Arbitrary + authentication ®
> keyed CRC

n=2 Crash @
> self-checking

Timing model
Reliable synchronous
> private channels

FT Services
e Clock synchronization
* Interactive consistency
e Active replication

@ with or

@ without voting



[Powell 1994]

Process failure model (hybrid)
Hosts: ©® Arbitrary

@ Crash

> self-checking
NACs: Crash

> self-checking

Timing model

Reliable synchronous

| | | > bounded omission faults
> bounded channel faults

LAN

FT Services
e Atomic multicast

= factory automation, business systems * Active replication

_ _ ® with or
= permanent & transient physical faults, @ without voting
intrusions « @ Passive replication

* @ Semi-active replication
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MAFTIA

Host
(ONONG]
TTCB
Internet
Payload channel Control channel

= Internet security
= intrusions, permanent physical faults
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[Verissimo et al. 2004]

Process failure model
Hosts: Arbitrary + authent. ©

> threshold crypto.
TTCB: Crash @

> self-checking

> tamperproof

Timing model
Hosts / Payload:

Reliable asynchronous ©
TTCB / Control:

Reliable synchronous @

> tamperproof reserved chan.

FT Services

@® Randomized binary agreement
@ Atomic broadcast

@ + @ Block agreement

@ + @ Reliable multicast



= railway automation
= permanent & transient physical faults
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[Essamé et al. 1999]

Process failure model
Crash
> self-checking
(coded processor technique)

Timing models
Safety

*Base - unreliable synchronous

* Derived - ‘safe synchronous’

(fail-aware datagram)
> fail-safe local clocks

Availability

* Eventually synchronous

FT Service
Fail-safe duplex redundancy
> fail-safe exclusion relay



Assumption Coverage Povel 1552

= Measure of confidence in an assumption

= Likelihood that assumption holds true in
given universe (sample set)

= Sets upper bound on dependability

Pr system | real _pPr system | prlx real '
property system property system
likelihood that system property coverage of
holds under assumption(s) X assumption(s) X

L»PX
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Assumption Ranking Powe 1992

m » General = # Permissive = # Coverage
o If X= Y (equivalently Y 2 X), then P, 2 P,

DISC, Amsterdam, 4-7.10.2004



Assumptlon Rank|ng [Powell 1992]

m » General = # Permissive = # Coverage
s [f X' = Y (equivalently Y 2 X), then P, 2 P,

crash

failure no

failure

arbitrary
failure

<4 el

Assumption coverage DISC, Amsterdam, 4-7.10.2004 Problem solvability



Assumptlon Rank|ng [Powell 1992]

m » General = # Permissive = # Coverage
s [f X' = Y (equivalently Y 2 X), then P, 2 P,

reliable
asynchronous -
unreliable --—"
asynchronous

‘ partially

synchronous
fair-lossy

asynchronous -

<4 B

Assumption coverage DISC, Amsterdam, 4-7.10.2004 Problem solvability



Alternative Assumptions

s [fX=AUBthen P, =P, + Pg-P,5
= Alternate base models = P, = max(P, ; Pg)

iiabl “response
reflable synchronous”
_ asynchronous - <—
unreliable -—
asynchronous
o] _ - reliable
- -
alr-lossy - synchronous
asynchronous

reliable asynchronous
+ hybrid failure detectors
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Linking to Dependability Assessment

Define E' = {E(7),z € [0,t]} and Re(t) = Pr{E'}
With C the (composite) system property defining "correct"
then R;(t) is a measure of system reliability

If X' = H, denotes the system model assumed to prove C

/

we can write: R.(t) = R, [t
C( ) X( ) > “gssumption reliability”

Example: [Latronico et al. 2004]

= H,— finite set of n processes
= H,— processes fail only by crashing
= H,— at most k processes fail
= H,;— all message delays < A

DISC, Amsterdam, 4-7.10.2004



Towards Dependability Assessment

H, — finite set of n processes
H, — processes fail by crashing
H, — at most k processes fail
H;, — all message delays < A

Ry (t) = Pr{Hg NHINH.N H;;}
= Pr{Hy N H; N Hy}-Pr{H}
(assuming stochastic independence of H§)
- Pr{H}}-Pr{H{ N Hy Hi | - Pr{H;]

N

system state communication model, e.qg.

transition model [(1 B Q)F(A))]M(t)

DISC, Amsterdam, 4-7.10.2004
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Impact of Assumption Coverage

Crash Arbitrary
p<1 nzk+1 | p=1 n=3k+1

Consider n-unit system tolerating k faults

= H,— processes fail by crashing k=0 n="1 n="1
s H,— at most k processes fail =1 n=2 n=
=2 n=3 n=7
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Impact of Assumption Coverage

system unreliability

10-2

10-3

104 T

105 T

106 T

1077 T

108 T

10° T

10-10 |

1/N = 5 years mission time = 10 hours

10-11

0 0.99 0.999 9 0.999 999 0.999 999 99

coverage of crash assumption (p)
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[Powell 1992]

k=1 arbitrary

k=1 crash

k=2 crash



Coverage in System Engineering

Building on “PBSE” (Proof-
Properties
<p.Z>

Based System Engineering)
verification | <m.Z>, [SYS] |— <p.Z>

[Le Lann 2004]

specification & design

Solutlon spec

lmplementatlon

design
assumptions

Pre-sol™ spec

[PreS] requirement

capture

DA

verlf/catlon DA, SYS |— [SYS]

I Reallty
S

DISC, Amsterdam, 4-7.10.2004

Pre-solns
PreS

>0



Coverage in System Engineering

Properties
<p.Z>

Building on “PBSE” (Proof-
Based System Engineering)
[Le Lann 2004]

................................

assumptions

111111
.....

,,,,,

specification & design x\ verification | <m.Z>, [SYS] |— <p.Z>

design "“{(- - -Zy-bVér-’rﬁi’ss‘.bn}' - f( il

..................

....................

............

..................

..................

T

LI R ..1‘..'.‘

Pre-solns
PreS

Solution
S
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Conclusions (1/3)

= Valid model has compatible sub-models
= Good model has permissive sub-models

= Best model depends on:
= real system in real environment
= required application-level properties

= Validity of model vs. reality
= depends on validity of root assumptions
= captured by assumption coverage

DISC, Amsterdam, 4-7.10.2004



Conclusions (2/3)

= Assumption coverage = upper bounds on
stochastic measures of dependability

= ranges of parameters allowing objectives to be
met by given problem/solution pair

= optimum solution for given problem and range
of parameters

= Permissive models
= higher assumption coverage
= Not necessarily higher dependability

DISC, Amsterdam, 4-7.10.2004



Conclusions (3/3)

s Need:

= explicit & clear statements of root assumptions

= method for linking design to assessment
through coverage of root assumptions

= extended distributed system models suitable
for current and future real systems (mobility...)
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